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INTRODUCTION

Nowadays, highly accurate ab initio quantum-mechanical (QM) calculations for small and medium sized molecular systems are routine and can often rival those obtained experimentally. One of the major challenges of modern quantum chemistry is to go to systems with hundreds or thousands of correlated electrons and basis functions. In order to make QM computationally tractable for large systems, supercomputers and development of novel methods are necessary.  In addition, to efficiently use the enormous number of cores (and large number of threads) in modern computer systems, well-parallelized and scalable algorithms are required.  In this presentation, we show our recent research efforts in applying linear scaling Fragment Molecular Orbital (FMO) (1). We present benchmark results for FMO calculations on several test systems using up to 163,840 cores. We compare the performance of FMO on Blue Gene/P and Blue Gene/Q. We also describe the algorithm used to multithread the integral kernels in the popular computational chemistry program General Atomic and Molecular Electronic Structure System (GAMESS) (2) to take full advantage of the hardware capabilities of Blue Gene/Q.  Lastly, we present the accuracy of FMO calculations of simulations of water.
COMPUTATIONAL/THEORETICAL
We employ the linear scaling FMO method which treats the electron exchange and charge transfer as largely local phenomena so a large system can be decomposed into smaller, localized fragments which can be treated further with high-level QM methods like the second-order Møller-Plesset perturbation theory (MP2). Consequently, the long-range effects of the full system can be treated using only the Coulomb operator. FMO is inherently scalable since the individual fragment calculations can be carried out simultaneously on separate processor groups.  FMO is implemented in GAMESS.

RESULTS

We show scalability and performance of FMO on Intrepid in Figure 1. On 163,840 cores of Intrepid, we achieved a parallel efficiency of 80%. Even without tuning and optimizing GAMESS, a speed-up of about 4 to 6 times per node is observed for Blue Gene/Q compared to Blue Gene/P.  However, to efficiently use Blue Gene/Q, we have started multithreading the electron-repulsion integral code in GAMESS using OpenMP.
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Figure1. Scalability curves based on wall-clock time for the first FMO SCC iteration on Intrepid for (a) DNA 148bp (9476 atoms) using FMO2-MP2-PCM/6-31G*; (b) COX-1 complexed with ibuprofen (17,767 atoms) using FMO2-RHF/6-31G*.
FMO results closely resemble experimental results at smaller clusters size at around 64 waters. 
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Figure 2. O-O radial distribution plots for water (a) experimental (3), (b)-(d), 32-, 64, 128-water clusters, respectively.
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